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Abstract

A unique wet-bulb temperature of 35!C is often used as the threshold for human survivability, but recent experiments have
shown that a person’s core temperature starts to rise at a wide range of critical wet-bulb temperatures. Here, it is shown that
the model underlying the heat index correctly predicts those critical wet-bulb temperatures, explaining 95% of the variance in
the values observed in laboratory heat-stress experiments. This is the first time the heat-index model has been validated against
physiological data from laboratory experiments. For light and moderate exertion in an indoor setting, the heat index model pre-
dicts that the critical wet-bulb temperature ranges from 20!C to 32!C, depending on the relative humidity, consistent with exper-
imental results. For the same setting and exertion, the heat index model predicts fatal wet-bulb temperatures ranging from 24!C
to 37!C.

NEW & NOTEWORTHY Recent experiments have identified the critical combinations of heat and humidity, in an indoor setting,
above which an individual is unable to maintain a standard core temperature, indicating severe heat stress. It is shown here why
this state of severe heat stress cannot be predicted using the wet-bulb temperature. Instead, it is shown that the recently
extended heat index model can explain nearly all of the variance in the observed critical combinations of temperature and hu-
midity, and can be used to calculate fatal combinations.
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INTRODUCTION

It is been argued that humans cannot survive sustained
exposure to a wet-bulb temperature Tw higher than a unique
value of 35!C because such exposure would lead to a fatal
core temperature (1). Subsequently, this Tw threshold has
been used in many studies looking at survivability in global-
warming scenarios (2–12). On the other hand, Vecellio et
al. (13) recently showed experimentally that the core tem-
perature starts to rise (by accumulation of metabolic heat)
not at a unique Tw but at a range spanning 26!C to 30!C.
Companion studies (14, 15) found an even wider range of
critical wet-bulb temperatures for subjects with different
metabolic rates. These results motivate a search for more
reliable predictors of heat stress and heat death.

Before building such predictors, it is important to distin-
guish between 1) the threshold for the core temperature to
rise, as measured by Vecellio et al. (13), Cottle et al. (14), and
Wolf et al. (15); and 2) the survivability threshold as defined

by Sherwood and Huber (1). The core temperature starts to
rise when the accumulated metabolic heat brings the core
temperature Tc above its healthy value of 37!C. An elevated
core temperature is tolerable for fit and young adults as long
as Tc remains at or below 38!C–39!C (16). On the other hand,
a sustained core temperature of 41!C–42!C is a state of severe
hyperthermia that is not generally survivable (18),1 and is
therefore identified as the survivability threshold.

For obvious reasons, laboratory experiments do not
intentionally induce core temperatures up to the threshold
for survivability. Instead, human subjects are stressed
only up to the point where their core temperature begins
to rise above a standard temperature of 37!C (13, 14, 15). To
calculate what combinations of heat and humidity are
fatal, we must extrapolate from the experimental data.
Although Sherwood and Huber (1) suggest that a core tem-
perature of 41!C–42!C is induced at a wet-bulb tempera-
ture of 35!C, the fact that core temperatures begin to rise at
a wide range of wet-bulb temperatures suggests that there
is no unique fatal Tw.

In fact, we can understand from first principles why there
is no unique Tw corresponding to heat stress or heat death. In
a state of nakedness, profuse sweating, and a high rate of skin
blood flow (pegging the skin temperature nearly equal to the
core temperature Tc), the body has exhausted all of its
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1Note that a heat-related fatality can occur for a variety of reasons. For
example, the elevated skin blood flow that precedes an elevated core
temperature stresses the cardiovascular system, and heart failure can
occur in advance of the fatal core temperature (17). Therefore, a core
temperature of 41!C–42!C is a conservative threshold for survivability,
applicable to young, healthy adults.
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thermoregulatory mechanisms. Ignoring respiratory ventila-
tion for simplicity, a steady core temperature implies a bal-
ance between metabolism, radiation, and turbulent fluxes of
sensible and latent heat:

Q" rðT4
c " T4Þ " f ðuÞ cpðTc " TwÞ þ L½q'vðTcÞ " q'vðTwÞ(

! "
¼ 0 ; ð1Þ

where Q is the metabolic heat generation per skin area, r is
the Stefan–Boltzmann constant, u is the wind speed and f(u)
is an effective mass flux of turbulent exchange between the
skin and air, cp is the heat capacity of air at constant pressure,
L is water’s specific latent heat of evaporation, q'

vðTÞ is the sat-
uration mass fraction of water vapor, T is the temperature of
the air and surroundings, and Tw is the wet-bulb temperature
of the air. Consistent with the heat index model, which
assumes a person is in the shade, there is no shortwave
absorption here and the radiating surfaces are assumed to
have the same temperature as the air. In Eq. 1, all the temper-
atures are understood to be the absolute temperatures, i.e.,
with units of kelvin.

We can now consider various limits for f. In a hypotheti-
cal scenario with no wind (i.e., not even natural convec-
tion, which is eliminated in zero gravity), f would be zero
and the metabolic heat would need to be matched by net
radiation. Therefore, in zero wind, there is a unique maxi-
mum temperature T ¼ ðT4

c " Q=rÞ1=4 that is compatible
with a given steady-state core temperature Tc and meta-
bolic rate Q. In the limit of infinite wind speed, f is infinite
and there is a unique maximum wet-bulb temperature
Tw = Tc compatible with a given Tc. For a finite non-zero
wind speed, there is no unique maximum Tw compatible
with a given core temperature; instead, the maximum
Tw is a function of Q and relative humidity (equivalently, a
function of Q and T because the relative humidity can be
calculated from Tw and T). These facts are illustrated in
Fig. 1, which plots the most thermally stressful combina-
tions of T and Tw (for three different wind speeds u and
two different metabolic rates Q) that are compatible with
Tc = 37!C. For u = 0 and a given Q, the solution to Eq. 1 is a
locus of points at a single T. For u =1, the solution to Eq. 1
is a locus of points at a single Tw. For a given Q, it is only in
the limit of infinite wind speed that there is a unique maxi-
mum Tw (equal to Tc) that is compatible with a core tem-
perature of Tc, regardless of Q and relative humidity; for
all finite wind speeds, the maximum Tw is a function of
both Q and relative humidity. Therefore, there should be
no single Tw that predicts when the core temperature will
rise above a standard value of 37!C, and no single Tw that
corresponds to fatal conditions of Tc = 41!C–42!C.

Indeed, as shown in the recent empirical studies, the wet-
bulb temperature at which humans begin to have elevated
core temperatures varies from person to person and with dif-
ferent levels of exertion. To capture this variability, we must
use a model of a human’s core temperature that incorporates
the metabolic rate, ambient temperature and humidity, and
the wind speed. For this purpose, we use the model of ther-
moregulation that underlies the heat index (19, 20). In the

next section, we describe how this thermoregulation model
is built and illustrate how this model can be used to define
an index for heat stress.

THE HEAT INDEX MODEL

Humans use several behavioral and physiological strat-
egies to maintain their core temperature Tc at or close to its
standard value of 37!C. Themodel underlying the heat index
makes the simplifying assumption that those strategies form
a one-dimensional space (19, 20), i.e., that the different strat-
egies are deployed one after another as opposed to in paral-
lel. For example, in extremely cold conditions, the clothing
is infinitely thick and the human chooses only what fraction
of the skin to leave exposed. In cold and mild conditions, the
area of exposed skin is held constant, but the thickness of
clothing is varied. In hot conditions, the clothing thickness
is set to zero, but the skin blood flow is modulated. In
extremely hot conditions, the skin blood flow is infinite,2 so
all thermoregulatory strategies have been exhausted, but the
thermoregulatory state can be quantified by the temperature
above 37!C at which the core equilibrates.

Figure 1. Maximum temperature T and wet-bulb temperature Tw that are
compatible with a core temperature of Tc = 37!C, plotted for three different
wind speeds. For each locus of points, the tick marks indicate 10% incre-
ments of relative humidity, ranging from (black) 0% to (blue) 100%. The
three black-and-blue curves show the loci of points for a metabolic heat
production of Q = 100 W m"2. The gray-and-light-blue curves show the
same for Q = 50 W m"2; the gray-and-light-blue u = 1 curve is hidden
underneath the black-and-blue u = 1 curve, which is independent of Q.
The two grayed-out regions denote pairs of T and Tw that are unphysical
because they would imply a relative humidity greater than one or less
than zero.

2The model underlying the heat index is an idealization in several regards, including its assumption that humans can have an infinite skin blood
flow. Lu and Romps (19) showed that imposing a realistic upper bound for the skin blood flow introduces, at most, minor corrections to the heat
index at the expense of introducing an additional parameter. For the experiments in Wolf et al. (15) that will be discussed in this work, imposing a re-
alistic upper bound would change the predicted equilibrium core temperature by less than 0.5!C.
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Because the various strategies are used sequentially, a sin-
gle real number can be used to encode four pieces of infor-
mation: the area of exposed skin [which varies only in what
Lu and Romps (19) called region I], the clothing thickness
(varies only in regions II and III), skin blood flow (varies only
in regions IV and V), and the equilibrium core temperature
(varies only in region VI). There are an infinite number of
ways tomap this set of strategies, or thermoregulatory states,
to a real number. A particularly convenient choice is to map
each state to the air temperature that, when combined with
a set of commonly experienced reference values for vapor
pressure, wind speed, and metabolic rate, would cause a
human to adopt that state. This mapping is called the appa-
rent temperature Ta and was defined by Steadman (20) using
a reference vapor pressure of pv0 = 1.6 kPa, a reference wind
speed of u0 = 1.5 m·s"1, and a reference metabolic rate of Q0 =
180 W m"2. Given this definition of apparent temperature,
the thermoregulation model gives us the function Ta (T, pv,
u, Q). Note that the apparent temperature satisfies the iden-
tity Ta (T, pv, u0, Q0) = T.

The heat index is a special case of the apparent tempera-
ture in which the arguments u and Q are replaced by their
reference values of 1.5 m s"1 and 180 W m"2, respectively. In
other words, the heat index HI is defined as:

HIðT; pvÞ ¼ Ta T; pv; u0;Q0ð Þ : ð2Þ

Therefore, the heat index should be used with care as it is
the apparent temperature for the observed temperature and
vapor pressure, but assuming the human has a metabolic
rate of 180 Wm"2 and is in a breeze of 1.5 m s"1. In this work,
we will use the more general apparent temperature to
explain the empirical data from Vecellio et al. (13), Cottle et
al. (14), and Wolf et al. (15) because their experiments were
conducted at various metabolic rates (all below 180 W m"2)
in a room with a wind speed much smaller than 1.5 m s"1.
Nevertheless, we will use the same model of thermoregula-
tion that underlies the definition of the heat index.

By construction, the equilibrium core temperature is a
function of apparent temperature Ta: for apparent tempera-
tures below 71.5!C, the equilibrium core temperature is
37!C,3 but it rises monotonically with higher apparent tem-
peratures, as shown in the top panel of Fig. 2. At an apparent
temperature of 93.3!C, the core temperature equilibrates at
42!C, which is considered a fatal value if sustained.4 These
two apparent temperature thresholds are labeled in Fig. 2.
This curve, mapping apparent temperature to equilibrium
core temperature, is invariant with respect to the metabolic
rate: all else equal, a higher metabolic rate will move a per-
son to the right on this curve, but will not change the curve
itself.

Since the human body has thermal inertia, a sudden expo-
sure to an apparent temperature at or beyond 93.3!C does
not immediately bring the core to 42!C. Instead, the time it
takes the core to reach 42!C depends mainly on the apparent
temperature and wind speed. The bottom panel of Fig. 2
plots this “time to death” as a function of apparent tempera-
ture for two different cases considered in the next section:
“light” exertion (Q = 82.9 W m"2) and “moderate” exertion
(Q = 133 W m"2) under an indoor wind speed (u = 0.2 m s"1).
These curves are nearly on top of each other: all else equal, a
higher metabolic rate will move a person to the right along
these curves, but will not substantially alter the curves
themselves.

When the apparent temperature Ta is less than 93.3!C, the
time for the core to reach 42!C is infinite, meaning that the
core will equilibrate at a temperature below 42!C. For Ta

above 93.3!C, the time it takes to reach the fatal core temper-
ature is a function of DTa : Ta – 93.3!C. Assuming the
indoor wind speed, the time it takes to reach a fatal core tem-
perature is nearly independent of the metabolic rate: it takes
less than 2 h if DTa Z 8!C and less than 1 h if DTa Z 20!C.
The procedure for calculating the time to reach any given
core temperature can be found in Lu and Romps (19).

Figure 2. Top: the equilibrium core temperature as a function of the appa-
rent temperature Ta. The dashed vertical lines mark the thresholds of 71.5!C
(core temperature begins to rise) and 93.3!C (core temperature would equili-
brate at 42!C). Bottom: the time it takes the core to reach the fatal value of
42!C for the wind speed of 0.2 m s"1. These curves have a very weak,
almost imperceptible, dependence on the metabolic rate: the dashed curve
is for Q = 82.9 W m"2 (the mean value for the “light” exertion group defined
in the next section) and the solid curve is forQ = 133 Wm"2 (the mean value
for the “moderate” exertion group).

3In the heat-index model, the core temperature stays constant until the body’s metabolic heat becomes uncompensable at the apparent tempera-
ture of 71.5!C. This differs from some other thermoregulation models [e.g., Stolwijk and Hardy (21)] that have an “active” system in which the skin
blood flow and sweating rate are sensitive functions of the core and/or skin temperatures. In those active models, the core temperature would rise
slightly above 37!C to trigger the necessary vasodilation and sweating even before the apparent temperature exceeds 71.5!C. The heat-index
model is built as a “passive” system, in which these sensitive relationships are approximated by diagnostic relationships, which set the skin blood
flow and sweating rate at the values needed to keep the core temperature at 37!C.
4Temperatures of 71.5!C and 93.3!C might sound absurdly high, but these are calculated using the original convention of Steadman (20), who
defined the heat index with respect to a reference water-vapor pressure of 1.6 kPa. At that water-vapor pressure, 71.5!C has a relative humidity of
5% and a wet-bulb temperature of only 30.0!C. Likewise, 93.3!C has a relative humidity of 2% and a wet-bulb temperature of only 34.1!C. With the
reference wind speed of 1.5 m s"1, the enormous latent heat of water vapor enables the temperature of a wetted surface, or a sweaty human, to be
much lower than the dry-bulb temperature. See the APPENDIX for a related discussion of practical limits on the sweating rate.
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In the following sections, the apparent temperature will
be used to explain the empirical data from Vecellio et al. (13),
Cottle et al. (14), and Wolf et al. (15). It will be shown that a
unique apparent temperature of 71.5!C reliably predicts the
varying wet-bulb temperatures at which individuals’ core
temperatures begin to rise under different levels of exertion.
Using an apparent temperature of 93.3!C, we can predict the
temperature and humidity at which the individuals’ core
temperatures would equilibrate at the fatal value of 42!C
given sustained exposure.

METHODS

Here, we briefly describe the experiments of Wolf et al. (15)
and its companion works (13, 14). There are two sets of experi-
ments, all conducted indoors. In the first set of experiments,
the subjects perform light exertion with an average net meta-
bolic rate of 82.9 W m"2. In the second set, the subjects per-
form moderate exertion with an average net metabolic rate of
133 W m"2. In each set of experiments, there are six different
scenarios. In the first three scenarios, the air temperature T is
fixed at about 36!C, 38!C, and 40!C, respectively, whereas the
vapor pressure is gradually increased until the core tempera-
ture of the subject starts to rise. In the other three scenarios,
the vapor pressure pv is fixed at around 2.7 kPa, 2.1 kPa, and
1.6 kPa, respectively, whereas the air temperature is gradually
increased until the subject’s core temperature starts to rise.
These 12 empirical combinations of critical (T, pv) are re-plot-
ted in Fig. 3 as black round and triangle symbols. Each symbol
represents an average of multiple human subjects and the
error bar represents the standard deviation.

To predict these critical (T, pv) using the heat indexmodel,
we plug the actualQ and u into the equation:

Ta T; pv;Q; uð Þ ¼ 71:5!C ; ð3Þ

which then defines the critical curve in temperature-humid-
ity space. For any (T, pv) on this curve, a positive increment

of temperature or humidity will force the core temperature
to rise above its standard value of 37!C. Since there are two
different metabolic rates in the experiment—82.9Wm"2 and
133 W m"2—we obtain two curves from Eq. 3, one for each
level of exertion. Regarding the wind speed, although we
have written the apparent temperature Ta as a function of u,
Ta is really a function of the body’s effective heat transfer
coefficient (19). One approach to dealing with this would be
to measure the wind speed experimentally and then convert
that to a heat transfer coefficient using a theoretical relation-
ship. Wolf et al. (15) quotes a wind speed of 0.45 m s"1 from
previous work (22) that used the same experimental chamber
but with different subjects doing more vigorous exercise.
Because there is no forced wind in the chamber, the effec-
tive wind speed is induced by the movement of the sub-
jects and natural buoyancy-driven convection, and it will
depend on body posture (23–26). Due to these sources of
uncertainty, we take a different approach: we choose the
optimal heat transfer coefficient that minimizes the sum
of squared differences in vapor pressure between the two
curves and the 12 empirical data points. The heat transfer
coefficient obtained using this procedure is 3.0 W m"2

K"1; a nearly identical value is obtained by minimizing
error in temperature instead of vapor pressure. Using the
Churchill and Bernstein (27) relation, this corresponds to
a wind speed of 0.2 m s"1, to which we will refer hence-
forth, with the understanding that it represents a heat
transfer coefficient of 3.0 Wm"2 K"1.

To calculate the survivable limit in the experiments, i.e.,
the (T, pv) for which the subjects’ core temperatures would
have equilibrated at 42!C, we use the same two metabolic
rates (82.9 and 133 Wm"2) and the same optimal wind speed
(0.2m s"1). The equation

Ta T; pv;Q; uð Þ ¼ 93:3!C ð4Þ

then gives curves in temperature-humidity space that define
the survivable limit.

Figure 3. Black symbols: empirical combinations of temperature and vapor-pressure that cause the core temperature to rise above 37!C with the indoor
wind speed. Light exertion is shown with circles and moderate exertion is shown with triangles. Each symbol represents an average of multiple subjects
and the error bar represents the standard deviation. (black curves) Constant apparent temperature of 71.5!C with the indoor wind speed and light or
moderate exertion. Red curves: as black curves, but with a constant apparent temperature of 93.3!C, which leads the core temperature to equilibrate at
42!C. The indoor wind speed of 0.2 m s"1 is chosen using an optimization process as described in METHODS. Dashed contours: isopleths of wet-bulb
temperature. Light green curve: the 125!F isopleth of the NWS polynomial approximation to the heat index, which exhibits unphysical behavior
and matches the “indoor light” points only by coincidence as discussed in DISCUSSION.
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RESULTS

The two black curves in Fig. 3, labeled by “indoor light” and
“indoor moderate,” correspond to an apparent temperature of
71.5!C, with one curve for each exertion level. Despite tuning
only a single parameter (the effective wind speed), these curves
do a good job of fitting all of the empirical data with two differ-
ent metabolic rates. The two red curves in Fig. 3 correspond to
the fatal apparent temperature of 93.3!C. Comparing curves at
the same exertion level, we see that the experiments (black
curves) were within 13!C–16!C (at constant vapor pressure) or
2.5 kPa (at constant temperature) of the survivable limit (red
curves). As discussed in THE HEAT INDEX MODEL, exposure to
conditions beyond the red curveswould not immediately bring
the core to 42!C, but would take a length of time that is a func-
tion of the exceedance ofTa beyond 93.3!C.

In addition to the curves of constant apparent temperature,
Fig. 3 also plots the isopleths of wet-bulb temperature. We see
that the indoor light and moderate black curves (apparent
temperature = 71.5!C) occupy a range of wet-bulb temperature
from 20!C to 32!C. This explains the wide spread of critical
wet-bulb temperatures recorded by Vecellio et al. (13): the
core temperature rises at a single apparent temperature of
71.5!C, but this apparent temperature translates to a range of
wet-bulb temperatures. The isopleths of the wet-bulb temper-
ature and the apparent temperature have different slopes in
temperature-humidity space, and the apparent-temperature
isopleths better explain the empirical data measured by Wolf
et al. (15). As indicated by the indoor light and moderate red
curves (apparent temperature = 93.3!C) in Fig. 3, the subjects’
core temperatures should equilibrate at 42!C at wet-bulb tem-
peratures ranging from 24!C to 37!C, compared with the sin-
gle threshold of 35!C proposed by Sherwood andHuber (1).

For a given wind speed, a lower metabolic rate enables a
person to endure hotter and more humid conditions. This is
consistent with the positions of the “indoor light” and
“indoor moderate” curves in temperature-humidity space.
As the wind speed is increased, the transfers of sensible and
latent heat increasingly dominate the energy balance in
Eq. 1, and we expect the curves of constant core temperature
would move upwards and more closely align with curves of
constant wet-bulb temperature. Indeed, at the limit of infi-
nite wind speed, the curve corresponding to a constant core
temperature of Tc is defined by Tw = Tc, as discussed in
INTRODUCTION. Curves obtained in this way would be appro-
priate for individuals who are outdoors in strong winds.

DISCUSSION

We have seen that the apparent temperature is more accu-
rate than the wet-bulb temperature at predicting a human’s
core temperature. To make this statement quantitative, we
can consider the 12 experiments of Wolf et al. (15). For each
of those experiments, we can use a constant apparent tem-
perature (of 71.5!C) to predict the wet-bulb temperature at
which the core temperature should begin to rise. The errors
are then the differences between the predicted and actual
wet-bulb temperatures. Likewise, we can use a constant wet-
bulb temperature to predict when the core temperature
begins to rise. The errors in that method are, again, the

differences between the predicted wet-bulb temperature and
the actual wet-bulb temperatures.

To ensure a fair comparison, we allow one parameter to be
tuned for each prediction method. For the prediction from
constant apparent temperature, we tune the wind speed as
described in the previous section. Thus, we use 3.0Wm"2 K"1

(0.2m s"1). For the prediction from constant wet-bulb temper-
ature, we tune the one free parameter: the constant wet-bulb
temperature itself. By minimizing the sum of squared differ-
ences between this single wet-bulb temperature and those
measured in Wolf et al. (15), the optimal value (for predicting
a rising core temperature) is found to be 27.6!C.

Figure 4 plots the observed critical Tw versus the predicted
critical Tw using a prediction of single Tw threshold of 27.6!C
(gray symbols) and a single Ta threshold of 71.5!C (black sym-
bols). The prediction from constant apparent temperature
explains 95% of the variance (coefficient of determination
R2 = 0.95), whereas the prediction from constant Tw predicts
0% of the variance. The root-mean-square error of the pre-
diction using a constant apparent temperature is 0.4!C, com-
pared with 2.0!C for the prediction using a constant wet-
bulb temperature. Thus, we see that the conditions leading
to an elevated core temperature are much more accurately
predicted using the apparent temperature.

The success of the heat indexmodel in explaining the empir-
ical results of Wolf et al. (15) may be compared with previous
such efforts. For example, Wolf et al. (15) drew two solid curves
in their Figure 2 to fit the light-exertion andmoderate-exertion
data, but those were polynomial fits to the empirical data, and
not constructed from a theoretical model (personal communi-
cation). In another attempt, Vecellio et al. (28) plotted the em-
pirical data alongside the National Weather Service’s (NWS)
polynomial approximation to the heat index (29). In their
Figures 2a and 2d, they plotted isopleths of that polynomial
approximation that were intended to correspond to the NWS’s
definitions of “danger” (an isopleth of 103!F) and “extreme
danger” (an isopleth of 125!F). But there are several problems
with that approach. Thefirst problem is that the curves system-
atically underestimate the danger of moderate exertion (their
Figure 2d). The second problem is that a mistake was made in
plotting the “danger” curve in their Figures 2a and 2d: if plotted

Figure 4. Empirical critical wet-bulb temperatures vs. the predicted critical
wet-bulb temperature, using (black) apparent temperature of 71.5!C, and
(gray) wet-bulb temperature of 27.6!C, which is the best-fit value for the
present experiment.
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correctly, that “danger” curve would lie far below the empirical
data. The third problem is that the “extreme danger” isopleth
of that polynomial is outside the region where the polynomial
is valid (i.e., outside the region for which the original heat
index was defined), and so it is not grounded in any model of
physiology and exhibits unrealistic behavior. When we plot
that “extreme danger” isopleth of the NWS approximation in
Fig. 3 (light green), we see that it happens to coincide with the
light-exertion data, but the isopleth bends upward at higher
temperatures. In particular, the light green curve is at a mini-
mum vapor pressure at +70!C, implying that, at constant
vapor pressure, 75!C is less dangerous than 70!C. In addition,
since the NWS’s polynomial extrapolation is not based on a
physiological model, it is not possible to adapt it to different
metabolic rates or wind speeds. In fact, it is just a coincidence
that the “extreme danger” curve overlaps the light-exertion
data: the physiological model underlying the standard heat
index assumes ametabolic rate andwind speed (180Wm"2and
1.5m s"1) that are far from the conditions in the experiments.

Perspectives and Significance

The heat index (20) has been widely used for communi-
cating the danger of high heat and humidity, but little
progress has been made in validating its physiological
predictions. Quayle and Doehring (30) divided the heat
index into ranges labeled “caution,” “extreme caution,”
“danger,” and “extreme danger,” and those ranges were
adopted by the National Weather Service, but those labels
were not based on any peer-reviewed physiological model
or laboratory data. In addition, some of the heat index val-
ues reported by the National Weather Service have been
based on polynomial extrapolation rather than a scientific
model, leading those values to be in error by as much as
10!C (31). In 2020, a United States administrative judge
held that there was no scientific basis to the labels (cau-
tion, extreme caution, etc.) applied to the heat index by
the National Weather Service (32). That decision, which
vacated fines imposed against the United States Postal
Service (USPS) by the Occupational Safety and Health
Administration (OSHA), calls into question OSHA’s ability
to enforce protections against excessive heat exposure in
the workplace in the absence of experimental validation
of the heat index (33). This is the context for the work

presented here, which shows that the heat index, appro-
priately modified to account for the actual wind speed
and metabolic rate, can accurately predict the onset of
thermoregulatory failure in a laboratory setting.

APPENDIX: SWEATING RATE

The maximum sweating rate for a typical young, healthy,
hydrated, and acclimatized adult male is in the range of 1–2
kg h"1 (34, 35). In Fig. A1, we add to Fig. 3 the rate of sweat
evaporation predicted by the heat-index model at the pre-
dicted equilibrium core temperature (which, for light exer-
tion, is 37!C below and to the left of the “indoor light” black
curve, increasing above and to the right of that curve, and
hitting 42!C on the “indoor light” red curve). The sweating
rate increases as one moves from the cold and humid region
to the hot and dry region. For the experimental data in Wolf
et al. (15), the predicted sweating rate ranges from 0.2 to 0.6
kg h"1, which is well below the sweating-rate limit of 1–2 kg
h"1. For all points on the theoretical black curves, the heat-
index model predicts a sweating rate at or below 0.8 kg h"1.
For all points on the two red fatal curves, the predicted evap-
oration rate is equal to +1 kg h"1 or less. Therefore, the
sweating rates predicted by the heat-index model for indoor
conditions, even at fatal air temperatures of around 70!C at
zero humidity, are consistent with the maximum sweating
ratesmeasured in human subjects.

In this article, we have referred to the combinations of
air temperature, relative humidity, wind speed, and meta-
bolic heat that yield hyperthermia (core temperature starts
to rise) and fatality (core equilibrates at 42!C) by their
apparent temperatures of 71.5!C and 93.3!C, respectively.
These apparent temperatures are the air temperatures in
Steadman’s reference conditions (water-vapor pressure of
1.6 kPa, an outdoor wind speed of 1.5 m s"1, and metabolic
heat of 180 W m"2) that would yield hyperthermia and fa-
tality. At that relatively high reference wind speed of 1.5 m
s"1, the predicted rate of sweat evaporation at the equilib-
rium core temperatures of 37!C and 42!C, respectively,
would be 2.4 and 3.4 kg h"1, respectively. These sweating
rates exceed the typical maximum rate reported in the lit-
erature of 1–2 kg h"1. For a real human to perform the same
as in the idealized heat-index model in those extreme

Figure A1. (blue contour) The rate of sweat
evaporation predicted by the heat-index
model for light (dashed) and moderate
(solid) exertions with the indoor wind at the
corresponding equilibrium core tempera-
ture. The other symbols and curves are
explained in the caption of Fig. 3.
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outdoor conditions, a misting fan would likely be needed
to keep the skin surface wet. Without a misting fan, a per-
son under Steadman’s reference (outdoor) conditions
would suffer from hyperthermia and fatality at air temper-
atures lower than 71.5!C and 93.3!C, respectively. Since, for
an indoor wind speed, the sweating rate predicted by the
heat-index model is below the empirical maximum, the
heat-index model is accurate for indoor conditions with-
out a misting fan.

DATA AVAILABILITY

Code for calculating the heat index is available in R, Python,
and Fortran at https://romps.berkeley.edu/papers/pubs-2020-
heatindex.html.
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